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ABSTRACT 
Security is important for many sensor network applications. 
A particularly harmful attack against sensor and ad hoc 
networks is known as the Sybil attack [6], where a node 
illegitimately claims multiple identities. This paper system- 
atically analyzes the threat posed by the Sybil attack to 
wireless sensor networks. We demonstrate that the attack 
can be exceedingly detrimental to many important functions 
of the sensor network such as routing, resource allocation, 
misbehavior detection, etc. We establish a classification of 
different types of the Sybil attack, which enables us to bet- 
ter understand the threats posed by each type, and better 
design countermeasures against each type. We then propose 
several novel techniques to defend against the Sybil attack, 
and analyze their effectiveness quantitatively. 
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1. INTRODUCTION 
Sensor networks are a promising new technology to enable 

economically viable solutions to a variety of applications, for 
example pollution sensing, structural integrity monitoring, 
and traffic monitoring. A large subset of sensor network ap- 
plications requires security, especially if the sensor network 
protects or monitors critical infrastructures. 

Security in sensor networks is complicated by the broad- 
cast nature of the wireless communication and the lack of 
tamper-resistant hardware (to keep per-node costs low). In 
addition, sensor nodes have limited storage and computa- 
tional resources, rendering public key cryptography imprac- 
tical. 

In this paper, we investigate the Sybil attack, a particu- 
larly harmful attack in sensor networks. In the Sybil attack, 
a malicious node behaves as if it were a larger number of 
nodes, for example by impersonating other nodes or simply 
by claiming false identities. In the worst case, an attacker 
may generate an arbitrary number of additional node iden- 
tities, using only one physical device. 

Related Work The Sybil attack was first described by 
Douceur in the context of peer-to-peer networks [6]. He 
pointed out that it could defeat the redundancy mecha- 
nisms of distributed storage systems. Karlof and Wagner 
noted that the Sybil attack also poses a threat to routing 
mechanisms in sensor networks [9]. 

Contributions This is the first paper that systematically 
analyzes the Sybil attack and its defenses in sensor networks. 
This paper makes the following contributions. We intro- 
duce a taxonomy of the different forms of the Sybil attack 
as it applies to wireless sensor networks. We analyze how 
an attacker can use the different types of the Sybil attack 
to perturb or compromise several sensor network protocols. 
We propose several new defenses against the Sybil attack, 
including radio resource testing, key validation for random 
key predistribution, position verification, and registration. 
Through quantitative analysis, we show that the radio re- 
source testing method is very effective given the assumption 
that a malicious node cannot send on multiple channels si- 
multaneously. We also present a quantitative evaluation for 
the random key predistribution approach showing that it is 
robust to compromised nodes. In particular, we show that 
in the multi-space pairwise scheme storing 200 keys at each 
node, the attacker would have to compromise 400 nodes be- 
fore having even a 5% chance of being able to  fabricate new 
identities for the Sybil attack. 
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2. SYBIL ATTACK TAXONOMY 
We define the Sybil attack as a malicious device illegiti- 

mately taking on multiple identities. We refer to a malicious 
device’s additional identities as Sybil nodes. To better un- 
derstand the implications of the Sybil attack and how to 
defend against it, we develop a taxonomy of its different 
forms. We propose three orthogonal dimensions: direct vs 
indirect communication, fabricated vs stolen identities, and 
simultaneity. 

2.1 Dimension I: Direct vs. Indirect 
Communication 

Direct Communicat ion One way to perform the Sybil 
attack is for the Sybil nodes to communicate directly with 
legitimate nodes. When a legitimate node sends a radio 
message to a Sybil node, one of the malicious devices listens 
to the message. Likewise, messages sent from Sybil nodes 
are actually sent from one of the malicious devices. 

Indirect  Communication In this version of the attack, 
no legitimate nodes are able to communicate directly with 
the Sybil nodes. Instead, one or more of the malicious de- 
vices claims to be able to reach the Sybil nodes. Messages 
sent to a Sybil node are routed through one of these ma- 
licious nodes, which pretends to pass on the message to a 
Sybil node. 

2.2 Dimension 11: Fabricated vs. 
Stolen Identities 

A Sybil node can get an identity in one of two ways. It 
can fabricate a new identity, or it can steal an identity from 
a legitimate node. 

Fabricated Ident i t ies  In some cases, the attacker can 
simply create arbitrary new Sybil identities. For instance, if 
each node is identified by a 32-bit integer, the attacker can 
simply assign each Sybil node a random 32-bit value. 

Stolen Identit ies Given a mechanism to identify legiti- 
mate node identities, an attacker cannot fabricate new iden- 
tities. For example, suppose the name space is intentionally 
limited to prevent attackers from inserting new identities. 
In this case, the attacker needs to assign other legitimate 
identities to Sybil nodes. This identity theft may go unde- 
tected if the attacker destroys or temporarily disables the 
impersonated nodes. 

A related issue is identity replication, in which the same 
identity is used many times and exists in multiple places 
in the network. The identity replication attack can be per- 
formed and defended against independently of the Sybil at- 
tack’. We do not have space to fully address it, but we 
believe it is relatively simple to defend against by register- 
ing each identity’s location. Identities could be registered at 
a central location, or using a distributed hash table such as 
GHT [17]. This approach would detect that the same iden- 
tity exists in multiple locations. Another approach, when 
using the pairwise-random key approach by Chan et al., is 

‘For example, an attacker could capture a legitimate node, 
and “clone” that node on many instances of his own hard- 
ware. This would not be the Sybil attack, because each piece 
of hardware still has just one identity. 

to centrally count the number of connections a node has, 
and revoke nodes with too many connections, thus counter- 
ing node replication [ 5 ] .  

2.3 Dimension 111: Simultaneity 

Simultaneous The attacker may try to have his Sybil 
identities all participate in the network at once. While a 
particular hardware entity can only act as one identity at a 
time, it can cycle through these identities to make it appear 
that they are all present simultaneously. 

Non-Simultaneous Alternately, the attacker might pre- 
sent a large number of identities over a period of time, while 
only acting as a smaller number of identities at any given 
time. The attacker can do this by having one identity seem 
to leave the network, and have another identity join in its 
place. A particular identity might leave and join multiple 
times, or the attacker might only use each identity once. 

Another possibility is that the attacker could have several 
physical devices in the network, and could have these devices 
swap identities. While the number of identities the attacker 
uses is equal to the number of physical devices, each device 
presents different identities at different times. 

3. ATTACKS 
In this section, we examine how the Sybil attack can be 

used to attack several types of protocols in wireless sensor 
networks. We first consider attacks on distributed storage 
algorithms, similar to the ones Douceur [6] describes in the 
peer-to-peer environment. We then look at attacks on rout- 
ing algorithms, which Karlof and Wagner discuss [9]. We 
then look at  novel attacks on data aggregation, voting, fair 
resource allocation, and misbehavior detection algorithms. 
Table 1 summarizes which of these attacks can be performed 
by which forms of the Sybil attack. 

3.1 Known Attacks 

Distr ibuted Storage Douceur observes that the Sybil 
attack can defeat replication and fragmentation mechanisms 
in peer-to-peer storage systems [6]. The same problem ex- 
ists for distributed storage in wireless sensor networks. For 
instance, the Sybil attack could just a s  easily defeat repli- 
cation and fragmentation performed in a distributed hash 
table such as  GHT [17]. While the system may be designed 
to replicate or fragment data across several nodes, it could 
actually be storing data on Sybil identities generated by the 
same malicious node. 

Routing Karlof and Wagner point out that the Sybil at- 
tack can be used against routing algorithms in sensor net- 
works [9]. One vulnerable mechanism is multipath or dis- 
persity routing where seemingly disjoint paths could in fact 
go through a single malicious node presenting several Sybil 
identities. Another vulnerable mechanism is geographic rout- 
ing [4, 10, 111 where instead of having one set of coordinates, 
a Sybil node could appear in more than one place at once. 
In addition, the more general types of attacks that we shall 
soon describe may also be used to attack routing algorithms. 
For instance, while the network may attempt to detect rout- 
ing attacks such as black holes, in Section 3.2 we show that 
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Distributed Storage 
Routing 
Data Aggregation 
Voting 
Resource Allocation 
Misbehavior Detection 

Table 1: Protocols that are vulnerable to  the various forms of the Sybil attack. * Votes taking place over 
a period of time are potentially vulnerable to the non-simultaneous Sybil attack. This form of attack is 
possible if nodes are allowed to join in smaller time intervals than the resource is allocated. e.g. if nodes are 
allowed to flood the network only once per hour, but new nodes can join the network once per minute. 

** 

Communication Identities Simultaneity 
Direct Indirect Fabricated Stolen Simultaneous Non-Simultaneous 

J J J J J 
J J J J 
J J J J J 
J J J J J J* 
J J J J J J** 
J J J J J J 

an attacker could use the Sybil attack to evade such misbe- 
havior detection mechanisms. 

3.2 New Attacks 

Data Aggregation Efficient query protocols [13] com- 
pute aggregates of sensor readings within the network in 
order to conserve energy rather than returning individual 
sensor readings. A small number of malicious nodes report- 
ing incorrect sensor readings might be unable to significantly 
affect the computed aggregate. However, by using the Sybil 
attack, one malicious node may be able to contribute to the 
aggregate many times. With enough Sybil nodes, an at- 
tacker may be able to completely alter the aggregate read- 
ing. 

Voting Wireless sensor networks could use voting for a 
number of tasks. The Sybil attack could be used to “stuff 
the ballot box” in any such vote. Depending on the number 
of identities the attacker owns, he may be able to determine 
the outcome of any vote. For example, this could be used to 
perform blackmail attacks, in which the attacker claims that 
a legitimate node is misbehaving. Conversely, if there is a 
vote on whether the attacker’s identities are legitimate, the 
attacker could use his Sybil nodes to vouch for  each other. 

Fair Resource Allocation Some network resources may 
be allocated on a per node basis. For example, nearby nodes 
sharing a single radio channel might each be assigned a frac- 
tion of time per interval during which they are permitted to 
transmit. The Sybil attack can be used to allow a malicious 
node to obtain an unfair share of any resource shared in this 
manner. This both denies service to legitimate nodes by re- 
ducing their share of the resource, and gives the attacker 
more resources to perform other attacks. 

Misbehavior Detection Suppose that the network can 
potentially detect a particular type of misbehavior. It is 
likely that any such misbehavior detector has some false 
positives. As a result, it might not take action until it ob- 
serves several repeated offenses by the same node. An at- 
tacker with many Sybil nodes could “spread the blame”, by 
not having any one Sybil identity misbehave enough for the 
system to take action. Additionally, if the action taken is 
to revoke the offending node, the attacker can simply con- 
tinue using new Sybil identities to misbehave, never getting 
revoked himself. 

4. DEFENSES 
To defend against the Sybil attack, we would like to val- 

idate that each node identity is the only identity presented 
by the corresponding physical node. There are two types of 
ways to validate an identity. The first type is direct valida- 
tion, in which a node directly tests whether another node 
identity is valid. The second type is indirect validation, in 
which nodes that have already been verified are allowed to 
vouch for or refute other nodes. With the exception of the 
key pool defense, the mechanisms that we present here are 
for direct validation. We leave secure methods of indirect 
validation as future work. 

Previous Defenses Douceur proposes resource testing 
as a method of direct validation. In resource testing, it is as- 
sumed that each physical entity is limited in some resource. 
The verifier tests whether identities correspond to different 
physical entities by verifying that each identity has as much 
of the tested resource as a physical device. The resources 
proposed by Douceur to use for this purpose are computa- 
tion, storage, and communication. Computation and stor- 
age are unsuitable for wireless sensor networks, because the 
attacker may be using a physical device with several orders 
of magnitude more computation and storage ability than a 
resource starved sensor node. The proposed method of test- 
ing communication is to broadcast a request for identities 
and then only accept replies that occur within a given time 
interval. This method is also unsuitable for wireless sensor 
networks because all the replies converging at the verifier 
will result in that part of the network becoming congested. 

New Defenses In the remainder of this section, we pro- 
pose several new defenses against the Sybil attack in sensor 
networks, including radio resource testing, verification of key 
sets for random key predistribution, registration and posi- 
tion verification. In addition, we give quantitative analysis 
for the first two defenses. 

4.1 Radio Resource Testing 
We present a novel approach to direct validation. As a 

form of resource testing, this approach relies on the assump- 
tion that any physical device has only one radio. We also 
assume that a radio is incapable of simultaneously sending 
or receiving on more than one channel 

As a concrete example, consider that a node wants to 
verify that none of its neighbors are Sybil identities. It can 
assign each of its n neighbors a different channel to  broadcast 
some message on. It can then choose a channel randomly 
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Figure 1: Probability of no Sybil nodes being de- 
tected, using the radio defense,-with a channel for 
every neighbor. Assumes 15 neighbors (including 
Sybil nodes), any number of which could be mali- 
cious. 

on which to listen. If the neighbor that was assigned that 
channel is legitimate, it should hear the message.2 Suppose 
that s of the verifier's n neighbors are actually Sybil nodes. 
In that case, the probability of choosing to  listen to a channel 
that is not being transmitted on, and thus detecting a Sybil 
node, is 8.  Conversely, the probability of not detecting 
a Sybil node is y .  If the test is repeated for T rounds, 
then the chance of no Sybil nodes being detected is ( y)'. 
Figure 1 shows the probability of not detecting the presence 
of some Sybil nodes using this method. 

A more difficult case is when there are not enough chan- 
nels to assign each neighbor a different channel. In this case, 
a node can only test some subset of its neighbors at one time. 
If there are c channels, then the node can test c neighbors 
at once. Note that a malicious node not in the subset being 
tested can couer for a Sybil node that is being tested by 
transmitting on the channel that the Sybil node is supposed 
to be transmitting on. 

Suppose that in a node's set of n neighbors, there are s 
Sybil nodes, rn malicious nodes, and g good (correct) nodes. 
Of these, a node can only test c neighbors at one time. Of 
these c neighbors, there are S Sybil nodes, M malicious 
nodes, and G good (correct) nodes. The probability of a 
Sybil node being detected is then 

Pr(detection) = Pr(S ,  M ,  G)Pr(detectionlS, M ,  G )  
al lS ,M,G 

Now suppose that we repeat this test for T rounds, choosing 
a random subset to test and a random channel to  listen to in 
each round. The probability of a Sybil node being detected 

'Note that in order to avoid potential constraints imposed 
by the MAC layer, such as collision detection and avoidance 
mechanisms, we must have direct access to the physical layer 
while performing this test. 

Figure 2: Probability of no Sybil nodes being de- 
tected, using the radio defense, with fewer channels 
than neighbors. Assumes 5 correct neighbors, 5 ma- 
licious neighbors, and 5 Sybil neighbors. 

is then 

Pr(detection) =1 - Pr(nondetection)TrolLnd 
=I - (1 - Pr(detection)Iround)' 

\ r  

Figure 2 shows the probability of an attacker evading detec- 
tion when using 5 malicious nodes, and generating 5 addi- 
tional Sybil identities. This is an effective defense against 
the simultaneous direct-communication variant of the Sybil 
attack, if the assumptions hold that an attacker cannot 
use one device to send on multiple channels simultaneously. 
However, with the advancement of software radio, we will 
need to adapt this Sybil node detection technique. 

4.2 Random Key Predistribution 
Researchers recently proposed a promising technique for 

key distribution in sensor networks: random key predistribu- 
tion [5 ,  7, 8 ,  121. These techniques allow nodes to establish 
secure links to other nodes. In this section, we will show how 
these key distribution schemes can also be used to defend 
against the Sybil attack. 

In random key predistribution, we assign a random set of 
keys or key-related information to each sensor node, so that 
in the key set-up phase, each node can discover or compute 
the common keys it shares with its neighbors; the common 
keys will be used as a shared secret session key to ensure 
node-to-node secrecy. 

Our key ideas are: 

1. Associating the node identity with the keys assigned 
to the node. 

2. Key validation, i.e., the network being able to verify 
part or all of the keys that an identity claims to have. 

Consequently given a limited set of captured keys, there 
is little probability that an arbitrarily generated identity 
is going to work, for the keys associated with a random 
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identity are not likely to have a significant intersection with 
the compromised key set, making it hard for the fabricated 
identity to pass the key validation. 

Again, for key validation, we have indirect and direct val- 
idation. In the case of direct validation, each node chal- 
lenges an identity using the limited knowledge it possesses 
and makes a decision independent of other nodes. Thus 
nodes may not reach a globally consistent decision. With 
indirect validation, nodes could collaborate in validating a 
node, thus it is possible to reach a globally consistent de- 
cision. Of course we may also delegate the validation task 
to a central trusted party such as a base station. Gener- 
ally speaking, indirect key validation is much more costly 
in terms of communication overhead than the direct case, 
because in the former case, if node ID,  tries to validate 
ID,,  messages only need to be exchanged between ID,  and 
ID,; while in the latter, it will also involve exchanging mes- 
sages between other parties. Also indirect validation, if done 
improperly, could become the victim of blackmail attacks. 
However, indirect validation usually provides stronger de- 
fense against the Sybil attack, for, due to the memory con- 
straint of sensor nodes, each individual node has limited 
knowledge that it could use to pose a challenge to an iden- 
tity. 

Different variants of existing random key predistribution 
techniques include the basic key pool approach [5, 81, the 
single-space pairwise key distribution approaches [2, 3, 51, 
and the multi-space pairwise key distribution approaches [7, 

So far, researchers have studied these techniques in the 
context of establishing secret keys between neighboring nodes. 
However, we shall study them for the purpose of defending 
against the Sybil attack. We propose an extension to the 
basic key pool approach to allow it to defend against the 
Sybil attack. We analyze and compare the effectiveness of 
several key predistribution schemes in defending against the 
Sybil attack. 

121. 

Key Pool Previous research on the key pool scheme fo- 
cuses on the aspect of key predistribution. We now modify 
the existing key pool scheme so that it may be used to defend 
against the Sybil attack; then we evaluate its effectiveness. 

The key pool scheme randomly assigns k keys to each node 
from a pool of m keys. During the initialization phase, if any 
two neighboring nodes discover that they share q common 
keys, they can establish a secret link. 

To use this scheme to  defend against the Sybil attack, sup- 
pose that each node’s identity is the indices in sorted order 
of the keys that it holds. The problem with this approach is 
that if an attacker compromises multiple nodes, he can use 
every combination of the compromised keys to generate new 
identities. Let n ( I D )  = {Kpl ,  K p 2 , .  . . , Kp,} be the set of 
keys assigned to I D ,  where I D  is the identity of node, /3, is 
the index of its ith key in the key pool. Now suppose that 
the set of the keys that node I D  possesses are determined by 
/3% = P R F H ( I D ) ( ~ ) ,  where H is a hash function, and PRF 
is a pseudo random function. This means that the index of 
a node’s ith key is determined by a pseudo random function 
with H ( I D )  as the function’s key, and i as its input. Similar 
methods of choosing keys have been proposed before as an 
optimization [15]; We will show that this method helps to 
defend against the Sybil attack. Here we exploit the prop- 
erty of the PRF function that given its outputs over domain 

1 . .  . k ,  it is difficult to find a cryptographic key such that 
the instance of PRF specified by this key will yield exactly 
these outputs. The one-wayness of the hash function gives 
us an additional security guarantee in case the PRF should 
be broken. Le., if the attacker happens to find a key to the 
PRF that yields the wanted outputs, he still has a hard time 
in finding the pre-image of the key, i.e., the Sybil identity. 

An attacker may attempt to generate new identities to 
use in the Sybil attack. To do this, he will need to capture 
legitimate nodes and read off the keys, thus building up a 
compromised key pool S.  He will then attempt to fabricate 
usable Sybil identities. If a made-up identity ID’ can par- 
ticipate in the sensor network without being detected in the 
key initialization phase, we call it a usable Sybzl zdentzty. 

A usable Sybil identity must be able to pass the valida- 
tion by other nodes. To validate an identity, the verifier 
challenges the identity by requesting it to prove that it pos- 
sesses one or more keys it claims to have. If 3K,,K, E 
R(ID’) ,  K, S ,  and if some legitimate entity E in the sensor 
network knows K,, then E can discover that ID’ is cheating 
by challenging ID’ using K,. To achieve a globally consis- 
tent outcome, it is necessary to perform indirect validation, 
which is the case we shall discuss. 

Validation could be done at different granularities. One 
extreme is the case of full validation where the sensor net- 
work tries to verify as many of a node’s keys as possible, 
rendering a Sybil attack more difficult. In practice, how- 
ever, full validation requires that every node challenge every 
other node in the network, which could result in excessive 
communication overhead and the potential of DOS attacks. 
To avoid these drawbacks we could limit the scope of vali- 
dation. For instance, we could limit the validation process 
within the vicinity of the node being validated, such as ran- 
domly selecting d nodes out of its k-hop neighborhood to 
jointly perform the validation. The larger d and k are, an 
attacker will be less likely to  succeed; on the other hand, the 
validation will be more expensive. 

We shall now evaluate the time complexity for an attacker 
to generate a usable Sybil node ID given a set of compro- 
mised nodes. We consider an attacker that performs ex- 
haustive search, i.e., computing P R F H ( I D ) ( ~ ) ( ~  < < k )  
for each candidate identifier, until he finds one that results 
in the desired set of key indices. We may provide a rigorous 
cryptographic proof that this is the best the attacker can 
do in the full version of this paper. The time complexity of 
the attacker could be expressed in terms of the probability 
p that a random identity is a usable Sybil identity. So the 
expected number of times an adversary has to try to  find a 
usable Sybil identity is 1 . In our analysis, we shall compare 
the security levels of diherent granularities of validation. 

We use the following notation: 
ID’: a randomly generated identity; 
Q: key pool; 
m: size of key pool, m = IQl; 
k :  size of key ring; 
n: size of compromised key pool. 
First, consider the full validation case where each identity 

is challenged by all other nodes in the entire network. As- 
sume that the sensor network is large enough, so that it is 
possible to verify every key the identity claims to have. Thus 
to survive the full validation, ID’ has to satisfy f l ( ID’)  5 S. 
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Therefore 

Pr(ID‘ is a usable Sybil I D )  = Pr(R(ID’) C S )  = (”) 
(3 

Now consider the case where each identity is challenged 
by d nodes. To calculate the probability that ID’ is a usable 
Sybil ID, we condition over t ,  the number of keys in R(ID’) 
that are also in S, i.e., t = card(O(1D’) n S ) ,  where card(A) 
denotes the cardinality of the set A. 

We use the following notation: 
V(ID’, I&): ID’ passes validation with a particular ver- 

ifier IDo; 
V(ID’): ID‘ passes validation with all d verifiers. 
Thus 

(1) (Yz”) 
(3 

Pr(card(R(ID’) n S )  = t) = ___ 

Given card(R(ID’) n S )  = t ,  ID’ can survive the vali- 
dation of a particular verifier IDo, if and only if R(ID0) n 
(O(ID’) - S )  = $. Put another way, the keys of ID0 must 
only be selected out of Q - (fl(IL7’) - S ) ,  whose cardinality 
is m - k + t. Then 

Pr(V(ID’) I card(R(ID’) n S )  = t) 

=Pr(V(ID’,  I&) 1 card(R(ID’) n S )  = t ) d  
m - k + t  d =(-) 

Now we can calculate the probability that a randomly 
generated Sybil ID is usable: 

Pr ( ID‘  is a usable Sybil identity) 

Pr(card(R(ID’) n S )  = t )  

1 . Pr(V(ID’) 1 card(R(ID’) n S) = t )  

Now, if we know that the attacker compromised c random 
nodes, the expected number of compromised keys is m .  (1 - 
(1 - $)‘). Using this as an estimate of n it is possible to  
roughly compute the probability that ID‘ is a usable Sybil 
identity given c compromised nodes. 

Figure 3 plots the estimated probability that a randomly 
generated Sybil identity is usable against the number of 
nodes compromised. The three curves represent full valida- 
tion, partial validation with d = 50, and partial validation 
with d = 30. We can see that if the tolerance threshold is 

P r ( a  random Sybil ID is usable) = 2-64, 
for the full validation case, the attacker cannot succeed 

unless he is able to compromise at least 150 nodes, whereas 
for partial validation with d = 30, he only needs to compro- 
mise approximately 30 nodes. 

Single-space Pairwise Key Distribution 
In the random key pool distribution scheme, keys can be 

issued multiple times out of the key pool, and node-to-node 
authentication is not possible [5] .  Meanwhile, if an attacker 
succeeds in capturing a sufficient number of nodes, it could 

1 r  

m 

I .’.. 50 Node Validation 
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I 
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Figure 3: Probability a randomly generated Sybil 
node is usable in the key pool scheme. The proba- 
bility p is a direct measure of the time complexity 
€or an adversary to generate a usable Sybil identity, 
i.e., he expects to try l / p  times to fabricate one us- 
able Sybil identity. Key pool size m = 20000, key 
ring size IC = 200, memory constraint 1 = k = 200. 

compromise a sufficient fraction of keys so that the task of 
generating a usable Sybil identity will become trivial. By 
contrast, pairwise key distribution assigns a unique key to 
each pair of nodes. Single space pairwise key distribution 
approaches are represented by Blom’s scheme [2] and the 
polynomial-based scheme [3]. Also Chan, Perrig and Song 
proposed the random pairwise key distribution scheme [ 5 ] .  

Both Blom’s and the polynomial scheme require a sensor 
node i to store unique public information U, and private 
information V,. During the bootstrapping phase, nodes ex- 
change public information, and node z could compute its key 
with node j with f ( K ,  U J ) .  It is guaranteed that f (K ,  U,) = 
f (&,  U,). Both approaches ensure the A-secure property: 
the coalition of no more than X compromised sensor nodes 
reveals nothing about the pairwise key between any two non- 
compromised nodes. Therefore, given c compromised nodes, 
if c 5 A, a simple direct validation mechanism suffices to pre- 
vent both the direct and indirect versions of the Sybil attack. 
A node validates an identity provided that the identity has 
the pairwise key between the two nodes. Meanwhile, it is 
ensured that direct validation yields a globally consistent 
result. This comes from the fact that the adversary either 
compromises the entire space such that he could compute 
the pairwise key between any two identities, or he will know 
nothing about the key between a new Sybil identity and any 
other node. On the other hand if c > X it can create an ar- 
bitrary number of new identities, and the network will be 
prone to the Sybil attack. 

The random pairwise key distribution scheme proposed by 
Chan et al. ensures perfect resilience against node capture, 
i.e., any number of captured nodes reveal no information 
about the pairwise keys between legitimate nodes. There- 
fore, an adversary cannot fabricate new identities given any 
number of captured nodes. The price of this, however, 
is that the network size will be strictly restricted by each 
node’s memory constraint 1, and the probability that any 
two nodes are connected p .  For instance, if 1 = X + 1 = 200 
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size is l / p  w 600. d 

2 -  
Multi-space Pairwise Key Distribution 3 0.8- 

Recently, researchers have proposed the idea of multiple 
key spaces [7, 121 to further enhance the security of single- 8 
space approaches. The idea of introducing multiple key r3 0.6- 
spaces can be viewed as the combination of the basic key 9 
pool scheme and the above single space approaches. The " 
setup server randomly generates a pool of m key spaces each 8 0.4 
of which has unique private information. Each sensor node 5 
will be assigned k out of the m key spaces. If two neighbor- 2 
ing nodes have one or more key spaces in common, they can ,g 0.2 
compute their pairwise secret key using the corresponding rj 

single space scheme. 

x -  m 

B ;  

% *  
% 

Without validation: Given a number of captured nodes, 
if at least one key space is compromised, the node 
could make up an arbitrary number of new identi- 
ties that could directly communicate with the rest of 
the network. If none of the key spaces are compro- 
mised, it is virtually impossible for the adversary to 
make up any new usable identities to launch a direct- 
communication Sybil attack. However, the network 
is still prone to the indirect-communication variant of 
Sybil attack if no validation scheme is present. 
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With validation: If an adversary claims to have key 
space Tz which it has not compromised, then a node 
ID0 could challenge the adversary if ID0 has T,. To 
do this, ID0 simply has to verify whether the adver- 
sary has the pairwise key of Ti between the two nodes. 
Similar to the key pool scheme, here indirect validation 
is necessary to ensure a globally consistent outcome, 
for it is not guaranteed that any node could success- 
fully challenge an identity given the limited number of 
spaces it owns. If we could perform full validation, the 
adversary at least has to compromise k key spaces to 
fabricate an identity that could pass validation. 

Figure 4: Probability that an attacker can fabricate 
Sybil identities with the multispace scheme. Num- 
ber of spaces in pool rn = 50, number of spaces per 
node k = 4, the X value as in A-secure A = 49, memory 
constraint 1 = 200 

mised given c compromised nodes. 

Pr(at  least k spaces compromised) 

5 ( y )  . Pr(S1) ' PT(S2) ' . . . ' PT(Sk) 

= (T) ' PT(S$ 

Figure 4 plots the probability of successfully performing a 
Sybil attack against the number of nodes captured. The 
two curves represent the cases with and without validation 
respectively. In contrast to Figure 3, here the probability is 
not of a randomly generated identity being usable. Instead it 
is the probability that the attacker will have the necessary 
information to succeed given a set of compromised nodes, 
regardless of the computational effort expended. The figure 

We now try to evaluate the probability that at least k spaces shows that the attacker has to approximately 
400 nodes in the case without validation, and 465 nodes 
with validation, to successfully perform a Sybil attack with 
probability 20.05. 

are compromised given c compromised nodes. This is a di- 
rect measure of the dificulty of a Sybil attack when a vali. 
dation mechanism is present. Let Si be the event that space 
i is compromised. 

promised nodes, 
In previous work [7], it has been proved that given c com- 

j = X + l  

Now if we know that SI is true, i.e., space 1 is compro- 
mised, then it is less likely that S2 is compromised. In fact, 
VZ # j ,  P~(si1Sj)  5 Pr(Si). Thus, Pr(S1 n Sz n . . . n S k )  5 
Pr(S1).  Pr(S2).  . . . . Pr(Sk).  Now we could derive an upper 
bound for the probability that at least k spaces are compro- 

Summary of Random Key Predistribution In this 
section, we analyzed several random key predistribution tech- 
niques in the context of Sybil attack defense. 

For the basic key pool approach, by mapping a node's 
identity to the indices of its keys using a one-way function, 
and through means of indirect validation, a randomly gen- 
erated identity has only probability p of being usable. An 
adversary has to try $ times on average to obtain a usable 
Sybil identity, thus for the sensor network to be immune to 
the Sybil attack, p has to be very small. 

Single-space pairwise key distribution, such as Blom's ap- 
proach and the polynomial-based approach, is intrinsically 
resistant to the Sybil attack as long as the attacker does not 
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capture more than X nodes. Here, direct validation ensures 
a globally consistent validation outcome. However, once the 
attacker succeeds in capturing more than X nodes, the en- 
tire space is compromised and he can fabricate an arbitrary 
number of identities. 

Multi-space pairwise key distribution is superior to the 
single-space case in that the attacker has to compromise 
far more than X nodes to compromise one space, for each 
node is randomly assigned k out of m spaces, and he has to 
capture more than X instances of each space to compromise 
it. Besides, he has to compromise at  least k spaces to pass 
full validation, which is even more difficult. To compare 
it with the key pool approach, we assume the nodes have 
equal memory constraint. From Figure 3 and Figure 4 we 
can see that when the attacker compromises approximately 
400 nodes, he has a high probability of successfully forging 
usable Sybil identities in the key pool scheme; whereas in the 
multi-space pairwise scheme, the attacker will succeed only 
with a probability of around 0.05 even in the case without 
validation. We therefore believe the multi-space pairwise 
approach to be the best among these approaches. 

4.3 Other Defenses 

Registration One obvious way to  prevent the Sybil at- 
tack is to perform identity registration. A difference between 
peer-to-peer networks and wireless sensor networks is that in 
wireless sensor networks, there may be a trusted central au- 
thority managing the network, and thus knowing deployed 
nodes. The central authority may also be able to dissem- 
inate that information securely to the network. . To detect 
Sybil attacks, an entity could poll the network and com- 
pare the results to the known deployment. To prevent the 
Sybil attack, any node could check the list of “known-good’’ 
identities to validate another node as legitimate. 

Registration is likely to be a good initial defense in many 
scenarios, with the following drawbacks. The list of known 
identities must be protected from being maliciously modi- 
fied. If the attacker is able to add identities to this list, he 
will be able to  add Sybil nodes to the network. Additionally, 
the deployment information that is checked against must be 
accurately and securely maintained by the entity that owns 
and/or manages the sensor network. 

Position Verification Another promising approach to 
defending against the Sybil attack is position verification. 
Here we assume that the sensor network is immobile once 
deployed. In this approach, the network verifies the physical 
position of each node. Sybil nodes can be detected using this 
approach because they will appear to  be at exactly the same 
position as the malicious node that generates them. While 
there has been research on automatic location determina- 
tion [l, 161, it remains an open research question how to 
securely verify a node’s exact position. Such a method may 
be difficult to  find, but researchers have proposed methods 
to securely verify that a node is wzthzn a regzon [18]. By 
placing a limit on the density of the network, in-region ver- 
ification can be used to tightly bound the number of Sybil 
identities that a malicious node can create. 

Note that a mobile attacker may be able to present several 
identities by being verified as one identity at one location, 
and then moving to a different location and being verified 
as a different identity. To defeat this type of attack, all 

nodes’ positions could be verified simultaneously. Alterna- 
tively, given an upper bound on the attacker’s mobility, it 
would only be necessary to test the nodes within a certain 
range simultaneously. 

Code Attestat ion Remote code verification or attesta- 
tion is another promising new technique that could be em- 
ployed to defend against many types of attacks, including 
the Sybil attack. The basic idea is to exploit the fact that 
the code running on a malicious node must be different from 
that on a legitimate node. Therefore, we could validate a 
node by verifying its memory content. Researchers have al- 
ready started investigating this idea. Recently, Seshadri et 
al. proposed SWAtt [19], a new technique to securely ver- 
ify the code running on a remote embedded device. Though 
this technique is not readily applicable to a wireless network 
environment, hopefully in the near future code verification 
will become possible in wireless sensor networks, helping 
solve many problems including the Sybil attack. 

Future computing devices may be equipped with trusted 
hardware that provides strong security guarantees, such as 
a component developed by the Trusted Computing Group 
(TCG) [20] (formerly known as TCPA), or the Next-Gen- 
eration Secure Computing Base (NGSCB) [14] (formerly 
known as Palladium) developed by Microsoft. Both TCG 
and NGSCB provide an attestation mechanism, which en- 
ables an external device to get integrity guarantees about 
the application state. Through a challenge-response proto- 
col, another device can achieve assurance of the code running 
on a device. However, the high cost and energy consump- 
tion of trusted hardware devices precludes using them in 
current sensor devices. Dropping costs and increasing effi- 
ciency, however, make trusted hardware a promising tech- 
nique to secure future sensor networks. 

5. DISCUSSION 
Each of the defenses against the Sybil attack that we have 

examined has different tradeoffs. As Table 2 shows, most 
defenses are not capable of defending against every type of 
Sybil attack. 

Additionally, each defense has different costs and relies 
on different assumptions. The radio resource verification 
defense may be breakable with custom radio hardware, and 
validation may be expensive in terms of energy. Position 
verification can only put a bound on the number of Sybil 
nodes an attacker can generate unless it is able to very pre- 
cisely verify node positions. Node registration requires hu- 
man work in order to securely add nodes to  the network, and 
requires a way to securely maintain and query the current 
known topology information. 

We believe that of the defenses that we have presented, 
random key predistribution is the most promising. Using 
random key predistribution will already be desirable in many 
applications to secure radio communication. We have shown 
that it can also be used as an effective measure to prevent 
the Sybil attack with little or no additional cost. 

We believe that an important next step in this area will be 
to examine secure methods of indirect validation that do not 
rely on a trusted central authority. These would allow meth- 
ods of direct validation that cannot easily be performed by a 
single device, such as the radio resource defense, to be used 
for indirect validation. This is a challenging problem, largely 
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Radio Neighbors I Indirect Com., Non-Simult. 
Indirect Corn.* 

Stolen IDS 
Stolen IDS** 

None*** 

Position Verification 
Registration 
Key Predistribution 
Code Attestation 

Table 2: Comparison of Sybil defenses. * This is assuming that nodes can only verify the position that they 
communicate directly with. Future work could find a mechanism without this limitation. ** While the key 
predistribution defenses will not stop an attacker from using stolen identities, it does make it more difficult 
for the attacker to steal identities in the first place. An attacker must first compromise a node's key ring 
before he can steal its identity. *** It is not yet known exactly how code attestation may work in wireless 
sensor networks. If and when it does work, it will be impossible to perform the Sybil attack while attesting 
correctly without defeating the attestation mechanism. One danger is that an attacker restores the correct 
state of a node to attest correctly, and then recompromises it. 

Neighbors 
Anyone 

Anyone w/shared keys 
Anvone 

because malicious nodes must be prevented from vouching 
for each-other and from blackmailing legitimate nodes. 

6. CONCLUSION 
In this paper, we define the Sybil attack and establish a 

taxonomy of this attack by distinguishing different attack 
types. The definition and taxonomy are very important in 
understanding and analyzing the threat and defenses of a 
Sybil attack. 

We present several novel methods by which a node can 
verify whether other identities are Sybil identities, includ- 
ing radio resource testing, key validation for random key 
predistribution, position verification and registration. The 
most promising method among these is the random key pre- 
distribution which associates a node's keys with its identity. 
Random key predistribution will be used in many scenarios 
for secure communication, and because it relies on well un- 
derstood cryptographic principles it is easier to analyze than 
other methods. These methods are robust to compromised 
nodes. In particular, we have shown that in the multi-space 
pairwise scheme with each node storing 200 keys, the at- 
tacker would need to compromise 400 nodes before having 
even a 5% chance of being able to fabricate new identities 
for the Sybil attack. 
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